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ABSTRACT 
 

Aims: We introduce a new estimator for population mean by using coefficient of variation as prior 
information in ranked set sampling (RSS). Then we compare it with the estimator of the mean in 
RSS, the estimator of the mean in simple random sampling (SRS) in the sense of mean square 
error (MSE). We conclude that the proposed RSS mean estimator is more efficient than the 
aforementioned estimators. 
Study Design: This was rank set sampling, improved estimation study. 
Place and Duration of Study: Dokuz Eylul University Department of Statistics between December 
2014 and June 2015. 
Methodology: In this study, We introduce a new estimator for population mean by using coefficient 
of variation as prior information in Ranked Set Sampling (RSS). The performance of this estimator 
is compared in the sense of mean square error (MSE).  
Results: When we compared the improved RSS mean estimator, SRS mean estimator and 
traditional RSS mean estimator in the sense of mean square error. We conclude that the proposed 
RSS mean estimator is more efficient than the aforementioned estimators. 
Conclusion: We have shown that a biased estimator with a smaller MSE can be obtained by using 
a priori information which is the coefficient of variation. To compare the efficiencies of the mean 
estimators with each other, we evaluate the relative efficiencies of each estimator using MSE. It is 
shown that the proposed mean estimator for RSS is more efficient than the conventional 
estimators. In particular the better efficiencies are obtained for small sample sizes. 
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1. INTRODUCTION  

 
Ranked set sampling is an alternative to simple 
random sampling that can sometimes offer large 
improvements in precision. In many applications 
it is very difficult or expensive to collect the 
sampling data, but the data may be ranked 
without any cost. In such cases the use of RSS, 
which originally proposed in connection with 
estimating herbage yield in McIntyre [1] gives 
better estimate of the population mean compared 
to the simple random sampling(SRS). It was re-
discovered by Takahasi & Wakimoto [2], who 
developed the underlying theory of the method. 
The RSS is a method of collecting data that 
improves estimation by utilizing the samplers 
judgment or auxiliary information about the 
relative sizes of the sampling units. In practice, 
ranking is bound to be performed with some 
error. Dell & Clutter [3] showed that the RSS 
mean estimator remains unbiased in the 
presence of ranking errors, and that when 
ranking is completely random, the RSS estimator 
has the same precision as the SRS estimator. 
RSShas been successfully applied in medicine, 
census data and environmental research, and 
many other applications, Chen et al. [4], Muttlak 
and McDonald [5],Johnson et al. [6] and Patil and 
Taillie [7]. Barabesi and Fattorini [8], Sengupta 
and Mukhuti [9 ] and Kadilar et al. [10]. 

 

Improved estimation is a very important concept 
in statistical inference. The main aim of this 
estimation method is to examine the conditions 
under which biased estimators can lead to an 
improvement over the conventional unbiased 
procedures. Given additional information such as 
coefficient of variation, kurtosis or skewness, the 
problem has been studied extensively. The 
population coefficient of variation is usually fairly 
stable over time and characteristics of similar 
nature and its value may be known see Murthy 
[11]. Govindarajulu and Sahai [12] pointed out 
that in many life sciences and biological 
experiments, the observations have normal 
distribution with known coefficient of variation. 
For illustration, in clinical laboratory experiments 
the routine procedures are repeated often 
enough so that coefficient of variation is known 
for practical purposes. Searls[13], Khan [14] and 
Arnholt and Hebert [15], Unsal and Ege Oruc 
[16], Srisodaphol and Tongmol [17] employed the 
known coefficient of variation for the population 
mean related with the improved estimator. They 

were also of the opinion that a simple type of 
priori information usually available to the 
experimenter is the coefficient of variation, 
particularly those in the biological fields through 
long association with their experimental material. 
Similarly, we assume that the value of the 
coefficient of variation is quite accurately known. 

 

This work is concerned with the improved 
estimator of the population mean by using 
coefficient of variation as prior information in 
RSS. It is known that one important way of 
improving estimation of distribution parameters is 
by applying biased estimation procedures. The 
mean square error (MSE) is the most popular 
and widely used criterion to show when a biased 
estimator is better than an unbiased estimator. 
Under the assumption that the coefficient of 
variation is known a priori, we derive improved 
estimators for the mean in RSS with minimum 
MSE. 

 

The paper is organized as follows. First, we 
provide an overview of ranked set sampling and 
improved estimator for mean. Then we propose 
an alternative mean estimator for RSS and 
evaluate its efficiency. Finally, we demonstrate 

the performance of mean estimators RSSX ,
*
RSSX  

and SRSX with an application on a set of real data 

in biological sciences. 

 

2. MATERIALS AND METHODS  

 

2.1 An Alternative Mean Estimator for 
RSS  

 
The RSS procedure involves randomly drawing k 
sets each of size k from the target population. 
Larger values of k convey more information 
about the population but they also more likely 
contain ranking errors. Because of this reason, in 
classical RSS practice, k usually takes values 
such as 2, 3, 4 or 5. The members of each 
random set can be ranked with respect to the 
characteristic of the study variable or auxiliary 
variable. From the first set of k units, the smallest 
ranked is measured. From the second set of k 
units, the second lowest ranked unit is 
measured, so on. This procedure describes one 
cycle of the RSS process. We can repeat the 
whole procedure m times to get a RSS of size 
n=km. After ranking all of the study variables, we  
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set X(i)j ,i = 1,... k; j = 1,...,m denote the i
th
 order statistics in the j

th
 cycle. Note that the rank order 

statistics, X(i)j for  a fixed i, are independent identically distributed (i.i.d) with mean μi and variance σi
2. 

For RSS, we can write the estimator of mean RSSX  as 

 

                                                                                (1) 

where , j=1,...,m are i.i.d. with mean μ and variance 



k

i
i

k 1

2
)(2

2 1


 
.
  

 

The variance of  RSSX  is given by Chen [3] is 

 

                                (2) 

where σ2 is population variance. 
 
Dell and Cutter [5] established that RSS method yields an unbiased estimate provided that ranking 
errors are not related to the process of selecting elements for quantification. This work assumes a 
similar condition. Searls [13] defined an improved estimator of the population mean using SRS as 
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which can be computed using the coefficient of variation 
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. It can be readily seen 

that  is always less than . 

 
It is the aim of this paper to investigate a similar concept using the rank set sampling. First we write 
the following estimator for the population mean: 
 

 

where jRSSX
 
, j=1,...,m are i.i.d. with mean μ and variance  
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where the constant   is chosen to minimize  *
RSSXMSE . Then it follows that 
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(4) 

 
We require the first and second derivative of the last equation: 

 

                                                                             (5) 

 

and  
 

                                                                                        (6) 

 

Since the second derivative has to be non-negative, the minimizing value of   is obtained from the 
first derivative (5) 
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  where )1( mna  . Using this value we are 

obtained an alternative mean estimator for RSS 
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We can easily find the variance and MSE of this estimator 
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3. RESULTS AND DISCUSSION 
 

3.1 Mean Square Error Comparisons 
 

The mean square error (MSE) is the most widely used criterion to determine that a biased estimator is 
better than an unbiased estimator. In this section,  using the MSE we compare the estimation (7) with 
the traditional mean estimator for RSS, with that of SRS. Since traditional RSS mean estimator is an 

unbiased estimator of population mean then the     RSSRSS XVarXMSE  .We now rewrite the

  RSSXMSE
 
as    

2

m

τ
XMSE RSS    where    
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The relative efficiency (RE) with respect to the traditional RSS mean, RSSX may be expressed as 
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Next we examine the above formula for several values of km, and
2v in Table 1. 
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Table 1. Relative efficiencies of RSSX  and 
*
RSSX for different values of km, and

2v
 

 

 *, RSSRSS XXRE  Set size( k ) and cycle size( m ) 

            
2v  

3k , 3m  3k , 5m  3k , 7m  5k , 5m  5k , 7m  

0.75 1,547240 2,531340 3,523470 2,518785 3,514077 
1 1,584491 2,555864 3,541791 2,533444 3,525045 
5 4,306713 4,081790 4,619172 3,402778 4,152902 
10 21,40741 11,14198 8,906746 6,944444 6,446429 

 
We observe that when the coefficient of variation is  increasing the efficiency of the new estimator 

increases.  Moreover the new estimator  become more effective than RSSX  for small set size and 

cycle size. The largest relative efficiency gains are obtained for small sample sizes. This is the case in 
practice for example when observations are expensive, such sample sizes may be all that are 

available. When we investigate the relative efficiency of SRSX with 
*
RSSX  we have 
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The last equation may be regarded as an alternative to RSS mean estimator, it is seen that the MSE 

of 
*
RSSX is always smaller than the that of SRSX  unbiased mean estimator. The relative efficiencies of 

SRSX  and 
*
RSSX for several values values of km, and

2v are given in Table 2. 

 

Table 2. Relative efficiencies of SRSX  and 
*
RSSX for different values of km, and

2v  
 

  , *
RSSSRS XXRE  Set size( k ) and cycle size( m ) 

2v  3k , 3m  3k , 5m  3k , 7m  5k , 5m  5k , 7m  

0.75 2,062982 3,037617 4,026831 3,022542 4,016088 
1 2,112654 3,067037 4,047761 3,040133 4,028622 
5 5,742284 4,898148 5,279053 4,083333 4,746173 
10 28,54321 13,37037 10,17914 8,333333 7,367347 

 
The Table 2 demonstrates an interesting fact. If 

the the coefficient of variation 
2v  is increasing 

then the proposed RSS mean estimator 
*
RSSX

 
is 

more efficient than SRSX . Moreover the proposed 

estimator becomes more efficient than SRSX
 
for 

small k. 
 
We use the data from the work of Murray et.al. 
[18]. In the data, leaves were sampled 
haphazardly, that is without any intentional 
positional bias but equally not according to a 
formal randomization scheme. Then single 
observer ranked the leaves within each set 
based on the visual appearance of the deposits 
on the the upper leaf surface when view under 
ultraviolet light. In this application we use the 

population which contains 125 leaves from the 
data. The descriptive statistics of data are given 
in Table 3. We then evaluate the performance of 

the estimators RSSX ,
*
RSSX  and SRSX  in 

estimating mean spray deposits on leaves. 
 
To illustrate how to apply RSS to data, we select 
a sample whose size is 125 from the population 
by the simple random sampling without 
replacement. These data are grouped into sets 
each of size k = 5 and we repeat it m = 5 times. 
According to the RSS methodology, we use 
ascending order in the x values and assume that 
there is no judgement error in this ordering. 
Then, the smallest unit is selected from the first 
ordered set, the second smallest unit is selected 
from the second ordered set, and so on. By this 
way, we select 25 observations n=mk = 25 and 
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we estimate the population mean by applying the 
estimator to these observations using the 
equations (1), (7) and ordinary mean estimator 
for SRS. 
 

Table 3. Descriptive statistics of data 
 

N 125 
Mean 0,1768 
Standard deviation 0,1544 
Coefficient of variation 0,8731 
Minimum 0,009 
Maximum 0,729 

 
It can be seen from the Table 4 that we obtain 
the closest population mean estimation using the 
proposed estimator.  Moreover the MSE value of 
the proposed estimator is smaller than the other 
estimators. Therefore the application from real 
data supports the theoretical results. With this 
proposed estimator we have a considerable 
benefit in efficiency over the conventional 
estimators. 
 

Table 4. Population mean estimation 
 

Estimators Estimation MSE values 

SRSX  0,1949 0,000954 

RSSX  0,1948 0,000658 

*
RSSX  0,1854 0,000397 

 

4. CONCLUSION 
 
This paper is concerned with a new improved 
estimator of the population mean for RSS. We 
have shown that a biased estimator with a 
smaller MSE can be obtained by using a priori 
information which is the coefficient of variation. 
To compare the efficiencies of the mean 
estimators with each other, we evaluate the 
relative efficiencies of each estimator using MSE. 
It is shown in this paper that the proposed mean 
estimator for RSS is more efficient than the 
conventional estimators. In particular the better 
efficiencies are obtained for small sample sizes. 
Ranked set sampling (RSS) and the assumption 
of a known coefficient of variation are actually 
common in many biological, environmental and 
agricultural applications. In these areas, the 
measurements of the units according to variables 
of interest can be quite difficult in some cases, in 
terms of cost, time and other factors. In such 
conditions, by using the ranked set sampling, the 
sample selection process is done by less cost 
and in less time, than the simple random 

sampling (SRS) technique. Our proposed 
estimator is very suitable for such conditions. 
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